MATH 272, HOMEWORK 1, Solutions

DUE JANUARY 3157%

Problem 1. Plot the following complex functions as vector fields. Then explain the differ-
ences between them.

You can, for example, use the plotter here: https://www.desmos.com/calculator/eijhparfmd
or find your own (Matlab for example can plot vector fields quite easily). Note that you will
have to convert from the complex numbers to 2-dimensional real vectors (i.e., vectors in R?).

Solution 1. I have used Matlab to plot these functions over a reasonable input range
Re(z),Im(z) € [-3, 3].

(a) We have the plot:
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Figure 1: The vector field for f(z) = z (think of f(zx + iy) = = + iy).


https://www.desmos.com/calculator/eijhparfmd

(b) We have the plot:
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Figure 2: The vector field for g(z) = iz (think of f(x + iy) = —y + iz).

The differences between these two functions are pretty important. One seems to point
radially outward from the origin and the lengths of the vectors grow as we move further

away from the origin as well. There is no rotation in the field for (a). However, for (b), there

is only rotation and there is no notion of the vectors pointing radially away from the origin.
Again, the vectors do get longer as we move further from the origin.

These fields will arise again. In (a), the field has no curl but has divergence. In (b), the
field has no divergence but has curl. We will see the definitions of these words later on.



Problem 2. Let ¥(z) be a complex function with domain [0, L]. Show that multiplication
by a global phase e? does not affect the norm of ¥(z) under the Hermitian (integral) inner
product. In more generality, this shows that you cannot fully determine a quantum state —
there will always be an undetermined phase.

Solution 2. We take the following
[e”W]]? = (e’ e’ V) = / (eWU(z)) (eVU(z)) dz
0
L . .
= / e U (2)U* (x)dx
0

- /OL\IJ(x)\I/*(a:)d:p

— (U, )
= [[v]*



Problem 3. Consider the real function f(z) =1 on the domain [0, L].

(a) What is the norm of f, || f||?

(b) Normalize f(z).

(¢) Find a nonzero normalized polynomial of degree < 1 that is orthogonal to f(z).

Solution 3.

(a) We compute the norm by

£ = V{F. F) = \//Osz(a:m
= \//Olex

— VL.

(b) We can normalize f by letting ¢ be some constant and forcing
1 = |lef]| = A2L.

Thus ¢ = LL We can write the normalized function as

3

(c) Consider an arbitrary polynomial of degree < 1 by putting g(z) = ax +b. Now, we want
this polynomial to be orthogonal to f(z) which means that we want

(f,9)=0.

Let us compute the above

(f.g) = / f(2)g(x)dz

:/ axr + bdx
0

al?
_ Y L
5 +

1

Hence, we can solve for a by

2
O=al+20 = a:—fb.



Now, g(z) = —2z + b. But, we require g(z) to be normalized as well hence

L2 ?
1:<g,g>:/ (—fanb) dx
0

CBL
5

Solving for b, we find b = \/E and hence we have that

g(z) = —2\/gx + \/%



Problem 4. A wavefunction ¥(x) for a particle in the 1-dimensional box [0, L] could be
written as a superposition of normalized states

() = \/% sin (?) .

\I’(:B) = Z an¢n<x)7

That is,

for some choice of the coefficients a,,.

(a) Let a, = X—E. Show that W(x) is normalized. Hint: first, use orthogonality of the states
Un () to your advantage. Then you will need to know what an infinite series evaluates
to. Use a tool like WolframAlpha to evaluate this series.

(b) Note that we can approximate W(z) by taking a finite sum approximation up to some

chosen N by
N

V() ~ Z A ().

n=1

Plot the approximation of W(z) for N = 1,5,50,100. Hint: you can modify my Desmos
examples.

Solution 4. (a) To see that U(z) is normalized we take

<\Ijv \Ij> = <Z arﬂpn(x)? Z an¢n(x)>

o0

= Z llan||? (¥, ) by orthogonality of the states

Note the sum above is the Zeta function we saw in Math 271 and ((2) is a well-known
value (that you can find by computing the above sum in, for example, WolframAlpha.

(b)
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(a) The approximation to ¥(x) with N = 1. (b) The approximation to ¥(z) with N =
\ S~
S S
X X

(¢) The approximation to ¥(x) with N =50.  (d) The approximation to ¥(x) with N = 100.



Problem 5. Suppose we have two vectors @, ¥ € R®. We can compute the distance between
the vectors

d(@,9) = ||@ — 7| = /(& - ) - (@ - D).

That is to say, we inherit not only a norm from an inner product, but a distance function
from a norm! Intuitively, we are finding the length (or norm) of the vector extending from
the head of ¥ to the head of .

(a) Show that

d(@, %) = /|l + |7]? - 2a - ©.

A~

(b) Compute the distance between vectors @ = & + 2 and ¥ = & — .

(¢) Extend this notion to compute the distance between the Legendre polynomials f, fo: [—1,1] —

R where fi(z) = \/gsc and fo(z) = \/g(l — 32?). Hint: make sure you use the correct
integral inner product for this domain!

Solution 5.

(a) We take

d(@, %) = /(@ - 7) - (& - 7)
= Va-@+id- (=) +(=0)- @+ (-9) - (-9)
= Vl@|? +|8)* -2 .

(b) Let us compute each part of the distance formula,
|dl|=v2,  ||I8]=v2, @ F=1.

Hence we have

d(@,T) =vV2+2-2=12.

(¢) In order to compute a distance between functions we can just replace the dot product
with the Hermitian inner product in the form

(f,9) = /1 f(x)g(z)dz.

This then gives us an induced norm that we will use in replacement of the Euclidean
norm above. We now compute

1| = () Pdr =1, 2:122d:, 1,2:11 2(x)dx = 0.
1= [ @k =1 el = [ Ap@Pd =1 (s = [ @ =0
Thus we have the distance

d(fi, f2) =V1+1—0=2.



